1. Introduction

Non-invasive Computed Tomography (CT) and Magnetic Resonance Imaging (MRI) angiography are increasingly replacing invasive angiography procedures for examining and visualizing vessels. A common objective is to detect vessel anomalies and pathologies such as aneurysms, stenoses, and plaques. CT and MRI angiography may also provide useful surgical planning information such as aneurysms, stenoses, and plaques. CT and MRI angiography are increasingly replacing invasive angiography procedures for examining and visualizing vessels.

A multiple hypothesis tracking approach to the segmentation of small 3D vessel structures is presented. By simultaneously tracking multiple hypothetical vessel trajectories, low contrast passages can be traversed, leading to an improved tracking performance in areas of low contrast. This work also contributes a novel mathematical vessel template model, with which an accurate vessel centerline extraction is obtained. The tracking is fast enough for interactive segmentation and can be combined with other segmentation techniques to form robust hybrid methods. This is demonstrated by segmenting both the liver arteries in CT angiography data, which is known to pose great challenges, and the coronary arteries in 32 CT cardiac angiography data sets in the Rotterdam Coronary Artery Algorithm Evaluation Framework, for which ground-truth centerlines are available.
A vessel model is required to implement a vessel tracking algorithm. In the literature, a number of different models have been suggested, e.g., ridge models based on second-order derivatives (Aylward and Bullitt, 2002), elliptical cross-sections (Behrens et al., 2003; Florin et al., 2005; Shim et al., 2006; Krissian et al., 1998), spheres (Rossignac et al., 2007), superellipsoids (Tyrrell et al., 2007), and template models (Chaudhuri et al., 1989; Noordmans and Smeulders, 1998; La Cruz et al., 2004; Wörz and Rohr, 2007). In this work, a new tubular template model suitable for the segmentation of small vessels is introduced. The model is a template function $T(x, r, x_0, v): \mathbb{R}^n \rightarrow [0, 1]$, which maps a spatial coordinate $x$ in $\mathbb{R}^n$ to the interval $[0, 1]$. The template function is an idealized model of a local image neighborhood centered around the spatial center point $x_0$ through which a vessel with radius $r$ runs in the direction of the unit vector $v$. To cope with anisotropic voxels, we express the template in a world coordinate system, i.e., the unit of the parameters is millimeters. Moreover, the template has a circular cross-section. This choice is motivated by the fact that small vessels generally are round, and that at small scales, the difference between a circular and an elliptic cross-section is negligible. Related models in the literature include the oriented Gaussian ellipsoid model proposed by Noordmans and Smeulders (1998), Wörz and Rohr (2007) note that a Gaussian vessel profile generally does not describe vessels well and instead introduce a cylinder model smoothed with a Gaussian function as template model. A drawback of this model, however, is that it is mathematically intractable and approximations must be employed. Nevertheless, in Wörz and Rohr (2007), it is shown that the model yields more accurate results than a template with a Gaussian profile. La Cruz et al. (2004) have introduced a similar cylinder model described by an implicit function and a step function convolved with a Gaussian function as radial vessel profile. Although mathematically tractable, a drawback of this model is that the distance to the cylinder surface is only estimated and not exactly calculated, which may affect accuracy. In the model described below, the template model is instead based on the exact Euclidian distance from a line in $n$D-space and the vessel radius enters as a parameter in a 1D vessel profile function.

2.1. Vessel profile

A 1D vessel profile function $p(d^2) : \mathbb{R} \rightarrow [0, 1]$, where $d^2$ is the squared distance to the vessel center, models the image intensity variation across the vessel. A Gaussian vessel profile has been used previously in Noordmans and Smeulders (1998) and Krissian et al. (2000). The Gaussian profile fits well when the image have been smoothed, but for small vessels, smoothing should be limited to preserve the high-frequency vessel structures, in which case a steeper vessel profile is required (see Fig. 1 in Wörz and Rohr (2007), for an example).

In this work, we propose the following vessel profile function:

$$p(d^2; r) = \frac{r^\gamma}{(d^2)^{\gamma/2} + r^\gamma}$$

with $\gamma = 8$ (1)

which is depicted in Fig. 2. The $\gamma$ parameter controls the steepness of the profile and its value is fixed in this work.
3.3.1. Fitting the image parameters k and m

To fit the image and vessel parameters to the image data, the following weighted least-squares problem is solved:

\[
\min_{r, x_0, \mathbf{v}, k, m} \| \mathbf{W}(r, x_0, \mathbf{v}) [T(r, x_0, \mathbf{v}) + m \mathbf{1}_n - \mathbf{I}] \|^2
\]

where \( I \) and \( T(r, x_0, \mathbf{v}) \) are \((n \times 1)\) vectors containing the image data and template values for the spatial locations \( x_i, i = 1 \ldots n \), i.e., the voxels under the weight function. \( \mathbf{W}(r, x_0, \mathbf{v}) \) is a diagonal matrix with the corresponding weights, and \( \mathbf{1}_n \) is a constant \((n \times 1)\) vector. Note that the least-squares problem is linear in the image parameters \( k \) and \( m \) but nonlinear in the vessel parameters. This is known as a separable nonlinear least-squares problem, and a solution can be found by an iteration in which the linear parameters are solved while keeping the nonlinear parameters constant and vice versa (Björck, 1996). Details are given below.

3.3.1.1. Fitting the image parameters k and m

To find the vessel contrast \( k \) and mean image intensity \( m \), the following \((n \times 2)\)-matrix is introduced:

\[
\begin{bmatrix}
T(x_1; r, x_0, \mathbf{v}) & 1 \\
\vdots & \vdots \\
T(x_n; r, x_0, \mathbf{v}) & 1
\end{bmatrix}
\]

i.e., a column with the template values calculated with the current values of the vessel parameters and a column of ones. The optimal image parameter values are then found via the normal equations.
3.3.2. Fitting the vessel parameters $r$, $x_0$, and $\mathbf{v}$

The Levenberg–Marquardt algorithm is a popular method for solving nonlinear least-squares problems (Gill and Murray, 1978), which has also previously been used for fitting vessel models (La Cruz et al., 2004; Wörz and Rohr, 2007). Only a brief outline of the Levenberg–Marquardt method is given here and the reader is referred to the extensive literature on the topic for further details. The first necessary component is the $(n \times 1)$ residual vector from Eq. (7):

$$
\mathbf{r} = kT(r, \mathbf{x}_0, \mathbf{v}) + \mathbf{m}I_k - \mathbf{I}
$$

(10)

which indicates the mismatch between the image and the vessel template with the current parameter values. To improve the template fit, we try to find small corrections of the vessel radius, rotation, and translation. To this end, it is convenient to use a spherical representation of the vessel direction

$$
\mathbf{v}(\theta, \phi) = \begin{bmatrix} \sin(\phi) \cos(\theta) \\ \sin(\phi) \sin(\theta) \\ \cos(\phi) \end{bmatrix}
$$

(11)

where $\theta$ is the azimuth angle in the $xy$-plane from the $x$-axis ($0 \leq \theta < 2\pi$) and $\phi$ is the polar angle from the $z$-axis ($0 \leq \phi \leq \pi$). A rotation is now simply a change in $\theta$ and $\phi$. Furthermore, we note that a translation of the vessel template along the direction $\mathbf{v}$ will not change the template appearance. Hence, a change in $\mathbf{x}_0$ will only have an effect if it is orthogonal to $\mathbf{v}$, i.e., along the unit vectors $\mathbf{u}_i$ and $\mathbf{u}_k$ introduced above in Section 3.2. To summarize, in 3D space, the vessel template can be changed along 5 degrees of freedom: the radius, 2 angles and 2 translation directions. For 2D tracking, there are 3 degrees of freedom: the radius, 1 angle and 1 translation direction. The $(n \times 5)$ Jacobian matrix containing the derivatives is

$$
\mathbf{J} = k \begin{bmatrix} \partial T/\partial r \\ \partial T/\partial \theta \\ \partial T/\partial \phi \end{bmatrix} \mathbf{u}_i^T \begin{bmatrix} \partial T/\partial x_0 \\ \partial T/\partial y_0 \\ \partial T/\partial z_0 \end{bmatrix}
$$

(12)

where $\mathbf{u}_i^T$ and $\mathbf{u}_k^T$ are the projections of a translation of $\mathbf{x}_0$ onto the orthogonal directions $\mathbf{u}_i$ and $\mathbf{u}_k$. Analytical expressions of the derivatives in Eq. (12) can be found in the appendix.

Trial increments of the radius ($\Delta r$), rotation angles ($\Delta \theta$ and $\Delta \phi$), and translations ($\Delta x_0$ and $\Delta y_0$) orthogonal to the vessel direction are found by solving a linear least-squares problem. Again, the solution is given by the normal equations:

$$
\begin{bmatrix} \Delta r \\ \Delta \theta \\ \Delta \phi \\ \Delta x_0 \\ \Delta y_0 \end{bmatrix} = (\mathbf{J}^T \mathbf{W} \mathbf{J} + \tau \mathbf{I}_5)^{-1} \mathbf{J}^T \mathbf{W} \mathbf{r}
$$

(13)

Particular to the Levenberg–Marquardt algorithm is the regularization factor $\tau \geq 0$ which is added to the diagonal via the $(5 \times 5)$ unit matrix $\mathbf{I}_5$. For a large enough $\tau$, there is always a parameter update $r \rightarrow r + \Delta r$, $\theta \rightarrow \theta + \Delta \theta$, $\phi \rightarrow \phi + \Delta \phi$ and $x_0 \rightarrow x_0 + \Delta x_0 \mathbf{u}_i + \Delta y_0 \mathbf{u}_k$ that improves the fit. To find such an update, one starts with a small $\tau$ and gradually increases it until Eq. (13) delivers an updated vessel template that decreases the squared sum of the residuals in Eq. (10). If the norm of the solution vector in Eq. (13) is smaller than a pre-defined constant, the optimization has converged.

3.4. Vessel template significance

For tracking purposes, e.g., to determine when to terminate the tracking, we need to evaluate how well a template fits the image data. That is, we ask how well the image data support the hypothesis of the existence of a vessel with radius $r$ at spatial location $\mathbf{x}_0$ running in direction $\mathbf{v}$. To test this hypothesis, we investigate if the estimated vessel contrast $k$ is significantly different from zero. A classical way of doing this is to calculate a Student’s $t$-statistic $t(k)$

$$
t(k) = \frac{k - 0}{\text{std}(k)} = \frac{k}{\text{std}(k)}
$$

(14)

where $\text{std}(k)$ is the standard error, i.e., the square-root of the variance, of the estimator of $k$. Essentially, Eq. (14) is a contrast-to-noise ratio for the vessel template. The vessel contrast is estimated in Eq. (9), in which we introduce the vector $\mathbf{v} = [1, 0]^T$, indicating that $k$ is the first component. It can be shown that the standard error is obtained as (Draper and Smith, 1998)

$$
\text{std}(k) = \sqrt{\sigma^2 \mathbf{c}^T (\mathbf{X}' \mathbf{W} \mathbf{X})^{-1} \mathbf{X}' \mathbf{W} \mathbf{r} - \mathbf{c}^T (\mathbf{X}' \mathbf{W} \mathbf{X})^{-1} \mathbf{c}}
$$

(15)

where $\mathbf{W}$ is the weight matrix and $\mathbf{X}$ is defined in Eq. (8). Assuming that the image noise is Gaussian and spatially independent, a Student’s $t$-statistic with value $t(k) > 3$ can be considered significant. In general, however, noise in medical images is not spatially independent, but rather has a correlation that is described by the point-spread-function. This decreases the estimated variance of $k$ in Eq. (15), which in turn inflates the $t$-score in Eq. (14). Therefore, as a rule of thumb, a suitable tracking termination threshold for $t(k)$ lies in the range 3–8 depending on the application.

4. Vessel tracking

The goal of a vessel tracking algorithm is to generate a chain of segments $\mathbf{p}_0 \rightarrow \mathbf{p}_1 \rightarrow \mathbf{p}_2 \cdots$ that describes the vessel, where $\mathbf{p}_i$ denotes a set of model parameters. For the vessel template model described in the previous section we have $\mathbf{p} = [r, x_0, v, m, k]$. The process of going from $\mathbf{p}_i$ to $\mathbf{p}_{i+1}$ involves a prediction step and a fitting step. Several tracking algorithms for 3D vessels have been proposed (Noordmans and Smeulders, 1998; Wink et al., 2000; Aylward and Bullitt, 2002; Behrens et al., 2003; La Cruz et al., 2004; Florin et al., 2005; McIntosh and Hamarneh, 2006; Shim et al., 2006; Krissian et al., 2006; Tyrrell et al., 2007; Schaap et al., 2007; Lee et al., 2007; Rossignac et al., 2007; Wörz and Rohr, 2007). These algorithms differ with regard to the vessel model and how prediction and update steps are done. Commonly, a prediction is placed along the tangential line (Noordmans and Smeulders, 1998; Wink et al., 2000; Aylward and Bullitt, 2002; La Cruz et al., 2004; Tyrrell et al., 2007; Lee et al., 2007; Rossignac et al., 2007; Wörz and Rohr, 2007). Aylward and Bullitt (2002) and Lee et al. (2007) then corrects the prediction by searching for the point of maximum vesselness in an orthogonal plane. Noordmans and Smeulders (1998), La Cruz et al. (2004), Tyrrell et al. (2007), Rossignac et al. (2007), and Wörz and Rohr (2007) instead fit parametric vessel segment models at the new position to improve the prediction. The Kalman filter, which has been employed for vessel tracking by Behrens et al. (2003) and Wörz and Rohr (2007), offers a similar but more principled tracking framework. However, the linear Kalman filter uses unimodal probability distributions and linear observation models, and is therefore not able to test alternative paths in difficult situations, such as in an area of low contrast or at the branching point of a vessel. To overcome these limitations, nonlinear Kalman filtering, so-called particle filtering, has recently been suggested for the vessel segmentation problem (Florin et al., 2005; Shim et al., 2006; and Schaap et al., 2007). The advantage of this approach is that multiple possible paths are simultaneously updated using nonlinear observation models, yielding improved robustness and accuracy. Although particle filtering is a competent tracking approach, it relies on a computationally intensive modeling of probability distributions in the form of a large number of particles. Dynamic programming approaches, such as the one introduced by Miles and Nuttall (1993) for the segmentation of 2D vessels, effectively also consider multi-
ple paths. However, in a dynamic programming approach, the user is required to supply both a start point and an end point, and bifurcations will not be detected. The Multiple Hypothesis Tracking (MHT) concept (Reid, 1979), proposed in this work for the vessel tracking, also tracks multiple paths, but utilizes a more efficient non-stochastic sampling approach compared to a particle filter.

4.1. Step prediction

To capture potential branching and to test alternative paths in low contrast areas, a range of systematically placed predictions is evaluated in this work as illustrated in Fig. 5. Formally, a collection of possible vessel continuations \( \beta_{t+1} \), \( t = 1, 2, \ldots \) is generated based on the current vessel segment \( \beta_t \). These predictions are evenly placed on the circle segment or sphere segment defined by a ±πx angle from the current vessel direction \( \mathbf{v} \). All other vessel parameters, such as the radius, are kept constant in the prediction step. The step is set to 1.5 times the current radius. Each prediction has an associated score \( s(\beta_{t+1}) \), which serves as a basis for the further selection and processing. For the vessel template model used in this work, the score function presented in Section 3.4 is used.

4.2. Evaluating multiple hypotheses

In a single-hypothesis mode, a greedy strategy is employed, meaning that the prediction with the highest score is selected as the best path to pursue. However, the best local selection is not guaranteed to follow the correct global path. To optimize the trajectory over several steps, multiple predictions or hypotheses are tracked simultaneously in the MHT method. To select which predictions to pursue from the current point \( \beta_t \), the pattern of predictions is investigated, see Fig. 6. The score pattern will normally contain one maximum that lies close to the true vessel trajectory, but multiple local maxima may occur in problematic regions in which the exact vessel path is unclear. In the MHT method, all predictions that exhibit a local maximum in the score pattern are taken as hypotheses of the vessel path. Possible paths are then recursively investigated as illustrated in Fig. 7. Assume that the current vessel segment is parameterized by \( \beta_t \). The predictions for the next step exhibit two local score maxima, \( \beta_{t+1}^1 \) and \( \beta_{t+1}^2 \). Instead of immediately choosing one prediction to pursue, we continue to track from both predictions. By iterating the procedure, a tree each built in which the leaves \( \beta_{t+1}^j \), \( j = 1 \ldots 6 \) represent possible vessel trajectories. The depth of the tracking tree is denoted the search depth. When a pre-determined search depth has been reached, we decide where to go from \( \beta_t \) by calculating the average scores along the paths leading to each leaf \( \beta_{t+1}^j \), \( j = 1 \ldots 6 \) and taking a step towards the leaf with the highest score.

4.3. Branch detection

To detect a bifurcation, a clustering is performed on the spatial coordinates of the leaves of the tracking tree. A similar approach has previously been used in Florin et al. (2005). In this work, we use a spectral clustering algorithm (Chung, 1997). First, a symmetric similarity matrix containing a measure of similarity between leaves \( i \) and \( j \) is constructed as follows:

\[
S_{ij} = S_{ji} = e^{-\frac{(\mathbf{x}_i - \mathbf{x}_j)^2}{2r_i^2}}
\]

where \( \mathbf{x}_i \) and \( \mathbf{x}_j \) are the spatial coordinates and \( r_i \) and \( r_j \) are the radii, respectively, viz. the similarity is based on the absolute spatial distance divided by the average vessel radius. Next, an eigen-decomposition of the Laplacian matrix \( \mathbf{L} = \mathbf{D} - \mathbf{S} \) is performed, where \( \mathbf{D} \) is a diagonal matrix with entries \( D_{ii} = \sum_j S_{ij} \). The second smallest eigenvector of \( \mathbf{L} \) determines the clusters: the indexes for which the eigenvector adopt negative values define one cluster and the indexes with positive values define the other cluster. If the distance between the leaves with the highest prediction scores within each cluster is larger than the current vessel diameter, a junction has been passed.
4.4. Summary

Here, we summarize the main steps and parameters in the MHT algorithm. The algorithm consists of two phases that are iterated during the tracking: building the search tree (cf. Fig. 7) and evaluating the tree to determine the next tracking step. The search tree is built using a recursive approach as outlined in Algorithm 1 and a step is then taken according to Algorithm 2. The termination threshold in Algorithm 2 ensures that, on average, the tracked paths resemble a vessel. If not, the tracking is terminated. The pruning threshold in Algorithm 1 weeds out the poorest predictions but should be set liberally enough to allow occasional steps with low model fits. As a rule of thumb, the termination threshold should be twice as high as the pruning threshold. When the image noise is spatially uncorrelated, a termination threshold of 3 works well. Another important parameter is the search depth. As demonstrated in the Results section, the tracking performance improves with increasing search depth. On the other hand, the search tree and the computational effort grow quickly with increased depth. A search depth of 3 or 4 generally gives a good tradeoff. The length of each step in the tracking is set to 1.5 times the local vessel radius. A detailed discussion about the choice of step length can be found in (Lee et al., 2007). The number of predictions and how widely they are distributed affects the performance. A larger window improves noise robustness albeit at the expense of higher computational costs.

Algorithm 1. MHT: Building the search tree

1. Start with a vessel segment with parameters $\mathbf{p}_i$.
2. Produce a number of predictions of the next vessel segment by placing trial models $\mathbf{p}_{i+1}^{(t)}$ evenly spaced on a sphere in front of the current segment (cf. Section 4.1).
3. For each prediction, calculate a score $s(\mathbf{p}_{i+1}^{(t)})$ describing how well the model fits the image data (cf. Section 3.4).
4. Find the local maxima $\mathbf{p}_{i+1}^{(l)}$ in the score pattern (cf. Fig. 6).
5. Fit the vessel model parameters in $\mathbf{p}_{i+1}^{(l)}$ to the image data (cf. Section 3.3).
6. Discard models for which the scores $s(\mathbf{p}_{i+1}^{(t)})$ do not survive a pruning threshold.
7. If the pre-defined search depth has not been reached, start from Step 1 for all surviving predictions.

Algorithm 2. MHT: Evaluating the search tree

1. Average the scores of the model segments leading to each leaf of the search tree.
2. Discard leaves for which the average scores do not survive a termination threshold. If no leaves survive, terminate the tracking of the current branch and go to the next. Otherwise continue to Step 3.
3. Make a bifurcation detection (cf. Section 4.3). If a bifurcation is found, store the origin of one of the branches to be pursued later.
4. Take a step towards the leaf with the highest average score.
5. Rebuild the search tree from the new point according to Algorithm 1.

5. Results

The multiple hypothesis tracking algorithm and the vessel template model described in the previous sections were implemented in C++ and made available as a module in the free medical image processing and visualization software MeVisLab.¹ In the following sections, the MHT algorithm is evaluated and demonstrated using both synthetic and real data.

5.1. Synthetic data

To demonstrate the improved robustness of the MHT approach, a 3D spiral with small gaps simulating low contrast areas was generated, see Fig. 8. The radius was 0.75 voxels and the spiral was embedded in a $250 \times 250 \times 70$ voxel large image. The spiral had an intensity of 1 and the background intensity was 0. Gaussian noise with a standard deviation of 0.25 was added to the image prior to tracking. The MHT using the vessel template model was applied using search depths between 1 and 6. In addition, a single hypothesis approach was applied, in which only a single prediction was placed along the tangential line, cf. Fig. 5. A termination threshold of 3 was used in all cases (cf. Eq. (14) and Algorithm 2).

The tracking was initiated at the outer arm as shown by the arrow in Fig. 8c, and the procedure was repeated 1000 times with different noise realizations. As a performance indicator, the length of the spiral that was segmented as percentage of the total spiral length was measured. The median lengths over the 1000 runs are presented in Fig. 9. The trend shows that the segmentation success increases with increased search depth, from 17% for search depth 1 to 99% for search depth 6. The explanation for this improvement is the increased noise robustness and the ability to bridge the gaps with larger search depths. Another important observation is that the single hypothesis tracking performs better than the MHT with search depth 1 for this data set. This is a side effect of the extensive sampling in the MHT, which gives improved tracking sensitivity but also a higher risk of finding stray paths in the noise. Paired t-tests show that the tracking improvement is statistically significant with a significance $p < 0.0001$ for search depths up to 4, whereas the improvement for higher search depths is less significant. An explanation may be that a depth of 4 is enough to bridge the gaps in the spiral robustly.

To further demonstrate the behavior of the MHT and the vessel template model in a few typical situations, three additional 3D simulated data sets are used. Volume renderings of the synthetic 3D data are shown in the top row of Fig. 10. From left to right in this figure, the shapes mimic a vessel with varying radius, a vessel with a neighboring structure with similar intensity, and a tree with bifurcations. In all cases, the synthetic objects have an intensity value of 1 and the background a value of 0, i.e., the generated volumes are binary. Prior to tracking, Gaussian noise with a standard deviation of 0.25 was added to the data. The leftmost column in Fig. 10 shows the segmentation of a vessel segment with varying radius. The tracking steps taken are shown in Fig. 10d. Note that the step length decreases with the vessel radius. A surface reconstruction of the tracking result is shown in Fig. 10g. Because a 3D template cylinder is used as vessel model, the estimated parameters, including the radius, will be smoothed along the vessel. In the middle column of Fig. 10, the tracking of a synthetic vessel lying on a sphere is shown. This example demonstrates that

¹ http://www.mevislab.de.
the proposed tracking algorithm is also able to segment vessels in
the presence of adjacent structures of similar intensity, which in
this case would be impossible using a method without a strong
vessel model, e.g., a region growing or a level-set method. The
surface and the sphere are shown in Fig. 10h. The right column
of Fig. 10 shows the ability to find branches using a synthetically
generated tree.

5.2. CT angiography data – coronary arteries

Segmentation of the coronary arteries that supply the heart
muscle is essential for detecting and analyzing occlusions and ste-
noses that may lead to a heart infarct. The goal of the challenge 3D
segmentation in the clinic: A Grand Challenge II – Coronary Artery
3D segmentation in the clinic: A Grand Challenge II – Coronary Artery Tracking competition

Fig. 11. Coronary artery reconstructions of three cardiac angiography data sets. The blue spheres indicate the end points of the target coronary arteries to segment in the 3D segmentation in the clinic: A Grand Challenge II – Coronary Artery Tracking competition. The red vessel parts were segmented using the MHT and the green parts using the minimal path approach. RCA = right coronary artery, LAD = left anterior descending artery and LCx = left circumflex artery. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Results for the MHT and minimal path approach for segmenting the coronary arteries in 32 CT angiography image volumes. The overlap and accuracy measures indicate the performance compared to human expert segmentations. For the training data sets (numbers 0–7), the ground-truth segmentations were available. For the testing data sets (numbers 8–31), the ground-truth segmentations were not available to the authors.

<table>
<thead>
<tr>
<th>Data set numbers</th>
<th>Overlap (%)</th>
<th>Accuracy (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>99.6</td>
<td>0.33</td>
</tr>
<tr>
<td>1</td>
<td>100.0</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>100.0</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>98.6</td>
<td>0.29</td>
</tr>
<tr>
<td>4</td>
<td>97.7</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>99.2</td>
<td>0.30</td>
</tr>
<tr>
<td>6</td>
<td>99.9</td>
<td>0.19</td>
</tr>
<tr>
<td>7</td>
<td>99.5</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Testing data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>92.5</td>
<td>0.39</td>
</tr>
<tr>
<td>9</td>
<td>100.0</td>
<td>0.16</td>
</tr>
<tr>
<td>10</td>
<td>99.4</td>
<td>0.23</td>
</tr>
<tr>
<td>11</td>
<td>96.0</td>
<td>0.33</td>
</tr>
<tr>
<td>12</td>
<td>99.2</td>
<td>0.24</td>
</tr>
<tr>
<td>13</td>
<td>98.6</td>
<td>0.23</td>
</tr>
<tr>
<td>14</td>
<td>99.9</td>
<td>0.24</td>
</tr>
<tr>
<td>15</td>
<td>99.0</td>
<td>0.19</td>
</tr>
<tr>
<td>16</td>
<td>99.3</td>
<td>0.23</td>
</tr>
<tr>
<td>17</td>
<td>99.4</td>
<td>0.32</td>
</tr>
<tr>
<td>18</td>
<td>98.8</td>
<td>0.20</td>
</tr>
<tr>
<td>19</td>
<td>100.0</td>
<td>0.25</td>
</tr>
<tr>
<td>20</td>
<td>99.4</td>
<td>0.30</td>
</tr>
<tr>
<td>21</td>
<td>100.0</td>
<td>0.17</td>
</tr>
<tr>
<td>22</td>
<td>99.9</td>
<td>0.21</td>
</tr>
<tr>
<td>23</td>
<td>100.0</td>
<td>0.23</td>
</tr>
<tr>
<td>24</td>
<td>99.2</td>
<td>0.18</td>
</tr>
<tr>
<td>25</td>
<td>97.9</td>
<td>0.25</td>
</tr>
<tr>
<td>26</td>
<td>92.2</td>
<td>0.54</td>
</tr>
<tr>
<td>27</td>
<td>96.1</td>
<td>0.35</td>
</tr>
<tr>
<td>28</td>
<td>99.8</td>
<td>0.20</td>
</tr>
<tr>
<td>29</td>
<td>99.3</td>
<td>0.19</td>
</tr>
<tr>
<td>30</td>
<td>99.0</td>
<td>0.21</td>
</tr>
<tr>
<td>31</td>
<td>99.6</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>98.7</td>
<td>0.25</td>
</tr>
</tbody>
</table>

5.3. CT angiography data – liver arteries

In liver surgery planning, the liver arteries play an important role in determining optimal resections and in predicting blood sup-
ply to remaining liver tissue. In contrast to the coronary arteries, calcifications and stenoses are rarely present in the liver arteries and the clinically relevant factor for liver surgery planning is the vessel locations. To visualize the liver vessel systems, 3D CT angiography is the standard image acquisition method. The acquired image volumes are typically of the size $512 \times 512 \times 400$ voxels with a voxel size of about $0.8 \times 0.8 \times 0.6$ mm. The main problem in segmenting the liver arteries is that they are small and very poorly contrasted in the CT data, see Fig. 12. Another complicating factor is that the arteries run next to the larger portal veins, which increases the risk of segmentation leakage. Presently, at our institute, the liver arterial system is routinely segmented completely by hand for surgical planning purposes, a procedure that takes a trained expert up to 30 min. To the best of our knowledge, no automatic or semi-automatic algorithm for segmenting the liver arteries has previously been presented. To address this problem, we again devise a hybrid approach in which the vessel segmentation is initiated with a region growing and finalized with the MHT. The region growing is initiated in the two main arteries entering the liver from the aorta. These two stem arteries are larger and more highly contrasted than the distal vessel branches. A Gaussian pre-smoothing ($\sigma = 0.75$ voxels) is used for the region growing and the threshold is conservatively set to avoid leakage. Next, tracking seeds are manually placed in vessel branches that were not found by the region growing. The tracking is applied to the original data, i.e., no pre-processing or smoothing is used. Again, a search depth of 4 is used in the MHT.

A segmentation example of a CT angiography volume of the liver is shown in Fig. 13. The yellow part of the vessel system was segmented using the region growing and the blue parts using the MHT. In Fig. 14, the centerlines of eight additional liver artery systems are shown. The blue centerlines show vessels that were manually delineated by medical experts. The red centerlines show semi-automatically segmented vessels (one click per branch). The centerlines have been shifted relative to each other to facilitate visualization. There are a few vessel segments which the tracking is unable to find. These are typically located in areas affected by imaging artifacts or where the vessel contrast is so low that a human can infer their existence only via other contextual factors such as proximity to a larger vein. However, the tracking is able to segment a major part of the arterial systems accurately, and only minor manual editing is necessary compared to a fully manual segmentation. The tracking requires about 1–2 s per vessel on a standard laptop computer 1.83 GHz dual-core processor.

### 6. Discussion

The proposed MHT method may be considered a deterministic alternative to the recently published Bayesian particle filters (Florin et al., 2005; Shim et al., 2006; Schaap et al., 2007). Whereas the particle filters stochastically sample their way forward, the MHT samples its way with systematic sweeps, cf. Fig. 5. Where the particle filter furnishes a probability distribution of possible vessel paths, the MHT uses the tracking search tree, cf. Fig. 7. An advantage of the MHT over the particle filter is its computational complexity, an important factor when the method is to be used in practice. The speed advantage derives from its systematic sampling, which is more efficient than a stochastic sampling. Concretely, the particle filters presented by Florin et al. (2005), Shim et al. (2006), and Schaap et al. (2007) evaluate 1000, 500, and 500 model instances (i.e., particles) in each tracking step respectively. The MHT presented here uses about 100 model evaluations in 3D for the prediction and fitting steps. For small vessels, requiring small vessel template functions, the MHT can run at interactive speed. Furthermore, it should be stressed that the MHT principle can be employed with any vessel model previously proposed for vessel tracking (Aylward and Bullitt, 2002; McIntosh and Hamarneh, 2006; Behrens et al., 2003; Florin et al., 2005; Shim et al., 2006; Krissian et al., 2006; Tyrrell et al., 2007; Schaap et al., 2007; Lee et al., 2007; Rossignac et al., 2007; Wörz and Rohr, 2007; Wong and Chung, 2007).

The vessel profile presented in Eq. (1) is a heuristic mathematical construction for unsmoothed image data. An alternative empirical profile model could be found by analyzing the vessel cross-sections in the manually segmented data, although this would require the fitting problem to be solved differently, as such a model would not be analytically differentiable. The advantage of mathematically defined template models, including, for example, the ones described in Noordmans and Smeulders (1998), La Cruz et al. (2004) and Wörz and Rohr (2007), with closed-form expressions of the derivatives, is that a high fitting accuracy can be obtained, as shown by the subvoxel precision in the segmented coronary centerlines in Section 5.2. As noted by one reviewer, the particular profile function in Eq. (1) has an undesired property in that the slope depends on the radius. The effect is negligible for the small vessels considered in this work, but not for larger vessels such as the aorta or major veins. Again, with modular construction of the vessel template model in Eq. (4) it is straightforward to switch profile function.
The vessel template model does not only assume a certain shape of the vessel itself, e.g., the vessel profile, but also a homogeneous image neighborhood around the vessel. This strong modeling makes it possible to segment very weakly contrasted vessels, such as the liver arteries. However, problems arise in the presence of neighboring structures or inhomogeneous background. For example, premature terminations were sometimes observed when segmenting the coronary arteries for cases in which the artery was either running along the heart/lung interface or close to the highly contrasted blood pool. Such problems can often be solved by means of simple image pre-processing. Touching vessels and vessel bifurcations are more difficult to handle. Vessel bifurcations become an Achilles’ heel when the vessel is modeled as an object with a well-defined centerline, because this model fits poorly at bifurcations, which may lead to termination of the tracking or the missed detection of one vessel branch. The MHT approach ameliorates the problem to some extent, as it can work with liberal termination thresholds. Still, a general branching detection strategy remains a subject of future research. One potential approach may be to extend the sampling pattern in Fig. 5 to include steps of different lengths in the MHT to obtain a better sampling of the area in front of the current tracking point. An interesting search pattern related to this approach has recently been presented by Zambal et al. (2008). The advantage of including longer step lengths is that tracking is more likely to jump across the problematic bifurcation area and put predictions in the post-bifurcation branches, from which the tracking can continue. The problem of touching vessels can arise when the arterial and venous vessel sys-

Fig. 14. Comparison between manually and semi-automatically segmented liver arteries. (a)–(h) show eight different liver artery systems. The blue vessels show the centerlines of the manual segmentation. The red vessels are the result of the hybrid region growing and tracking approach. The centerlines have been intentionally shifted relative to each other to facilitate visualization. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
tems are closely intertwined. This is a general problem that may require additional pre- or post-processing, e.g., in the form image gradient or graph representation operations.

The clinical utility of the MHT is in this work demonstrated by applying it to cardiac and liver CT angiography data. Within the context of the 3D segmentation in the clinic: A Grand Challenge II – Coronary Artery Tracking competition, the MHT approach achieved the highest scores among 13 different segmentation methods. Although a few of these methods are fully automatic, making a direct comparison impossible, the results show that highly accurate segmentations can be obtained with the MHT and the vessel template model. Furthermore, the MHT approach is able to introduce some degree of automation in the hitherto fully manual liver artery segmentation process. The fact that the MHT runs at interactive speed is also clinically relevant.

7. Conclusions

The main contributions in this work are as follows: a multiple hypothesis tracking framework for 3D vessel segmentation has been introduced, and it has been shown how this tracking procedure improves the tracking performance. The MHT framework can be applied using many different vessel models. The specific vessel model introduced in this work is a mathematically tractable template model that can be analytically fitted to the image data. A statistically motivated criterion for assessing the model fit has also been derived. The proposed method achieves a high centerline detection accuracy, as demonstrated using 32 cardiac CT angiography data sets in the 3D segmentation in the clinic: A Grand Challenge II – Coronary Artery Tracking competition. Moreover, an efficient semi-automatic segmentation of the liver arteries has been shown for the first time. Finally, the tracking algorithm has been released as free software to facilitate future use and comparisons.

Appendix A

In this appendix, the partial derivatives of the vessel template model $T(x, r, x_0, v)$ with respect to changes in the radius ($r$), center point ($x_0$) and direction ($v$) are derived. These derivatives are required in the fitting process described in Section 3.3. For convenience, first the expressions for the template model from Section 2 are repeated.

A.1. Vessel template equations

The template function (cf. Eq. (4)) is

$$T(x, r, x_0, v) = p \circ d^2(x) = p(d^2(x; x_0, v); r)$$

where $p(d^2; r)$ is the vessel profile function

$$p(d^2; r) = \frac{r^\gamma}{(d^2)^\gamma + r^\gamma}$$

and $d^2(x; x_0, v)$ is a distance function to a straight line

$$d^2(x; x_0, v) = ||x - x_0||^2 - ||v(x - x_0)||^2$$

A.2. Radius derivative: $\frac{\partial T}{\partial r}$

A change in radius affects the template function as follows

$$\frac{\partial T}{\partial r} = \frac{\partial p}{\partial r} \frac{\gamma}{r} r (1 - p)$$

where $T$ is short for $T(x, r, x_0, v)$ in Eq. (17) and $p$ is short for $p(d^2; r)$ in Eq. (18).

A.3. Rotation derivative: $\frac{\partial T}{\partial \theta}$ and $\frac{\partial T}{\partial \phi}$

As discussed in Section 3.3.2, if the vessel direction $v$ is expressed in spherical coordinates, i.e., in 3D

$$v(\theta, \phi) = \begin{bmatrix} \sin(\phi) \cos(\theta) \\ \sin(\phi) \sin(\theta) \\ \cos(\phi) \end{bmatrix}$$

where $\theta$ is the azimuth angle in the $xy$-plane from the $x$-axis ($0 < \theta < 2\pi$) and $\phi$ is the polar angle from the $z$-axis ($0 < \phi < \pi$), a rotation is simply a change in $\theta$ and $\phi$. The derivatives with respect to these angles are found via the chain rule

$$\frac{\partial T}{\partial \theta} = \frac{\partial p}{\partial \theta} \frac{\partial d^2}{\partial \theta} (\nabla v)^T (\frac{\partial \nabla v}{\partial \theta})$$

and

$$\frac{\partial T}{\partial \phi} = \sin(\theta) \cos(\theta) \cos(\phi)$$

The derivative of $T(x, r, x_0, v)$ with respect to $\phi$, $\frac{\partial T}{\partial \phi}$, is calculated analogously with $\frac{\partial T}{\partial \theta}$. For 2D tracking in the $xy$-plane, $\phi$ is fixed to $\phi = \pi/2$

A.4. Translation derivative: $\frac{\partial T}{\partial x_0}$

A translation of the vessel template is a change in the center point $x_0$ and

$$\frac{\partial T}{\partial x_0} = \frac{\partial p}{\partial d^2} \frac{\partial d^2}{\partial x_0}$$

where $\frac{\partial T}{\partial d^2}$ is given in Eq. (23) and

$$\frac{\partial d^2}{\partial x_0} = -2(x - x_0) + 2v^T(x - x_0)\nabla v$$

Translating the template along the template direction $v$ produces no change, which can be seen mathematically as $\nabla v^T \left( \frac{\partial T}{\partial x_0} \right) = 0$. Hence, only translations orthogonal to the vessel direction are considered. In Section 3.2, the unit vectors $u_1$ and $u_2$ were introduced, $u_1$ and $u_2$ are orthogonal to both $v$ and each other, i.e., $v \perp u_1 \perp u_2$. That is, $u_1$ and $u_2$ span the plane to which $v$ is the normal vector. The pair of $u_1$ and $u_2$ is not unique, but any pair perpendicular to both each other and $v$ will suffice. The derivatives of the vessel template with respect to a translation along $u_1$ and $u_2$ are given by $\frac{\partial T}{\partial u_1}$ and $\frac{\partial T}{\partial u_2}$ respectively. For 2D tracking, only $u_1$ is used.
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