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ABSTRACT

In the past few years, fiber clustering algorithms have shown to be a very powerful tool for grouping white matter
connections tracked in DTI images into anatomically meaningful bundles. They improve the visualization and
perception, and could enable robust quantification and comparison between individuals. However, most existing
techniques perform a coarse approximation of the fibers due to the high complexity of the underlying clustering
problem or do not allow for an efficient clustering in real time. In this paper, we introduce new algorithms
and data structures which overcome both problems. The fibers are represented very precisely and efficiently
by parameterized polynomials defining the z-, y-, and z-component individually. A two-step clustering method
determines possible clusters having a Gaussian distributed structure within one component and, afterwards,
verifies their existences by principal component analysis (PCA) with respect to the other two components. As
the PCA has to be performed only n times for a constant number of points, the clustering can be done in linear
time O(n), where n denotes the number of fibers. This drastically improves on existing techniques, which have
a high, quadratic running time, and it allows for an efficient whole brain fiber clustering. Furthermore, our new
algorithms can easily be used for detecting corresponding clusters in different brains without time-consuming
registration methods. We show a high reliability, robustness and efficiency of our new algorithms based on several
artificial and real fiber sets that include different elements of fiber architecture such as fiber kissing, crossing and
nested fiber bundles.
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1. INTRODUCTION

Diffusion tensor imaging (DTI) is an emerging technology in the neuroimaging, neurosurgical and neurological
community for identifying major white matter tracts afflicted by pathology or tracts at risk for a given surgical
approach.2 A geometrical reconstruction of fiber tracts has become available by fiber tracking based on DTI
data.®* For visualizing the fibers, the idea of streamtubes along with different color coding attributes (e.g.,
direction, uncertainty®®) has been discussed.” !

However, if showing the fibers in an unfiltered way, a very cluttered image may be generated from which it
is difficult to get insight. Furthermore, for quantification and comparison between individuals, it is necessary to
identify corresponding bundles in different individuals. Fiber clustering algorithms'2 22 have been developed to
group anatomically similar or related fibers into bundles. As no user interaction is needed, undesirable bias is
excluded.

Due to the large number of points constituting each single fiber, the problem of efficiently computing the sim-
ilarity between fibers is usually solved by using a feature space (FS).16:17 FS methods map the high dimensional
data to a low dimensional FS from which an affinity matrix is calculated by applying a distance function. Thus,
each fiber is more or less well-characterized by a small set of calculated features like co-variance, main direction
or the center of gravity. However, the calculation of the affinity matrix as well as the subsequent clustering
needs O(n?) time, which means the running time is quadratic in the number of fibers. Especially if an automatic
clustering of all available fibers is needed, this high running time is undesirable.
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Figure 1. A fiber is approximated by three polynomials defining the z-, y-, and z-components of the data points separately.
(ii) Select which component from x,y,z, denoted as w1, should be considered for box clustering. (iii) Clustering using
overlapping bounding boxes. (iv) If a cluster is detected in u1, then PCA is used to test if corresponding components
from u2 and us have a low variance, and thus, constitute a cluster of fibers.

The necessary adjustment of several parameters of the F'S, which often influences the number and the con-
stellation of clusters in an unpredictable way, as well as the imprecise approximation by a F'S becomes obsolete
by using a fiber grid?! or voxel grid.!® Unfortunately, the actual clustering step remains in O(n?). The problem
of an imprecise approximation can also be solved by a B-spline representation of fibers.?? However, B-splines
are not uniquely described by single sets of parameters (control points) so that complex and time consuming
operations are needed for computing their affinity.??

We present a novel clustering technique based on parameterized polynomials to overcome the problem of
a high running time and the problem of an imprecise approximation of fibers introduced by conventional FS
techniques. The number of clusters can be determined robustly and automatically depending on the desired
degree of granularity.

The rest of this paper is organized as follows: in Section 2 we introduce how to define fibers by parameterized
polynomials and how to use the polynomial coefficients for clustering. Moreover, we show that correspondences
between fiber bundles in different brains can be detected by our new approach. Section 3 summarizes the results
and gives a comparison of the running time to existing clustering algorithms. The last section concludes our
work and gives some ideas for future work.

2. METHODS

Although many techniques haven been proposed for curve shape representation and analysis like Fourier de-
scriptors, moments, implicit polynomials, differential geometry features, time series models, and B-splines, etc.,
fiber tracts are commonly modeled by streamlines or by polygonal tubes (streamtubes). We introduce a novel
technique, where a single fiber tract can be approximated very precisely by three simple polynomials. Despite
of the high approximation quality, this representation allows us for an extremely efficient and robust clustering,
which utilizes axis-aligned bounding boxes (AABBs) as well as principal component analysis (PCA).

2.1 Defining Fibers by Parameterized Polynomials

Each fiber consisting of several 3D points is approximated by three parameterized polynomials defining the
z-, y-, and z-components of the fiber points individually. This means, all u-components of a single fiber with
u € {x,y, 2z} can be expressed by a polynomial

Pulty) = diu -ty (1)
i=0
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Figure 2. Single clusters may be merged depending on the desired granularity. Note that the ellipsoids shown in the left
figure are absolutely different from tensors used for fiber tracking. The center and the right figure show clustering results
of our approach, with and without the optional merging step.

where ¢; ,, denotes the i-th coefficient of the polynomial, m the polynomial degree, and ¢; € [0,length of fiber]
the geodesic length from the first fiber point to the fiber point at position j with j € [1,k]. Here, k defines
the number of available fiber points. Using least-squares approximation, the problem can be described by the
following equation
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where f,,(j) denotes the u-component of the j-th fiber point. From Equation 2, the unknown coefficients ¢, can

be calculated by
ATAq, = AT f, = q, = (ATA)TATf,. (3)

Note that the restricted domain of parameters ¢; leads to polynomials which approximate the fibers very precisely

also at their endings. In practice, polynomials of degree three are sufficient for our purpose of clustering. For

visualization, polynomials of degree five lead to nearly same results as the original streamline visualization, see

Figure 6. Overall, each fiber, originally described by a vector consisting of 3k values, can now be mapped to

3(m + 1) values representing the z-, y-, and z-coefficients. That means, a reduction of the fiber data by a factor
3k k

3(m+1) m+1

can be achieved without loss of any necessary information. In practice, where k is often larger than 100 and a
polynomial degree of three is sufficient (m = 3), fiber data can be compressed by a factor of about 25. Each
polynomial can be interpreted as a point in (m + 1)-D space (Figure 1i). Note that Equation 3 can be evaluated
extremely fast as the m x m matrix A is very small.

2.2 Clustering of Polynomials

If interpreting the coefficients of three polynomials as a single vector with 3(m + 1) components and if defining
some kind of distance measure between two such vectors, an affinity matrix can be calculated for a given fiber set.
Then, standard clustering algorithms like, e.g., spectral clustering, elongated clustering or hierarchical clustering
could be applied to the matrix in order to group the fibers.

However, besides the high running time of the clustering algorithms mentioned above, we observed in many
cases that only the coefficients of one of the three polynomials have a Gaussian distributed cluster structure while
the coefficients of the other two polynomials have a more elongated structure with respect to a certain fiber bundle
(Figure 3). As a consequence, existing clusters may not always be detected which also has been shown by our
experimental tests where we used self-organizing maps, hierarchical-, partitioning- and spectral-clustering.

Therefore, we propose a new clustering technique (Figure 1) which adapts the idea of different cluster struc-
tures with respect to the z-, y-, and z-component. Initially, one set of polynomial coefficients is chosen where
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Figure 3. (i) Possible clusters detected in one component using box clustering. (ii) Only cluster a, b and d are still possible
clusters, the variances of the sets ¢ and e are too high. (iii) Cluster a and d have low variances in us, too. Thus, they are
recognized as clusters. (iv) Clusters have to be separated if the coefficients are repellent as in the case of cluster d.

Gaussian-distributed clusters are detected based on overlapping bounding boxes (Figure 1 ii). As we will repeat
the process for the other two remaining components, it does not matter which of them we will select first. The
overlapping boxes are derived from the bounding box including all points of the selected component. The num-
ber of boxes is chosen so that it is not larger than n, the number of fibers. If a box includes more than a fixed
number of points, then it is regarded as a possible cluster (Figure 1 iii). The use of a mixture of Gaussians would
probably lead to similar results, but a low running time could no longer be guaranteed.

After the box clustering, the corresponding points of the possible cluster from the other two remaining
components are determined and a principal component analysis (PCA) is performed for each set (Figure 1 iv).
If both sets have a low variance, i.e., the second and the third eigenvalues are small compared to the first one
(equivalent to a high fractional anisotropy used in the context of DTT) the cluster is stored, otherwise the cluster
is discarded (Figure 3). Note that a cluster has to be separated into subclusters (Figure 3 iv), if it consists of
repelling coefficients (similar to the context of differential equations). Still unassigned points are inserted into
clusters with highest similarity.

Finally, smaller clusters may be merged if a lower granularity is desired. For that purpose, the angle between
the largest eigenvector of each PCA is taken as a measure of similarity (Figure 2). Note that the overall running
time is in O(n) as the number of boxes is in O(n) by construction and the and the number of points within each
box is constant in the average case.

2.3 Correspondence Detection

Our proposed method can easily be used for detecting corresponding clusters in different brains. No user
interaction as well as no time-consuming rigid or non-rigid registration method is needed. Corresponding simple
clusters (as the pyramidal tracts) can be determined solely based on the spatial location of the coefficients within
the bounding box. Having at least one pair of such two clusters, a transformation between two brains can be
calculated. This allows us for computing other correspondences utilizing the largest eigenvectors of the PCAs
(similar to the method proposed in Figure 2).

3. RESULTS

We have implemented all algorithms and data structures in C++. Fiber tracts were computed from DTI data
acquired at a 1.5T Siemens scanner using a deflection based fiber tracking algorithm.?* Furthermore, several
artificial fiber sets that include different elements of fiber architecture such as fiber kissing, crossing and nested
fiber bundles were determined by manually drawing fibers on arbitrary 3D objects (e.g., sphere, cube). Figure 2
demonstrates that our clustering approach is able to correctly identify white matter tracts of a human brain.
Note that the corpus callosum can be computed as a single cluster due to our final merging step (Figure 2)
while bundles like the corticospinal tract (cst) or the cingulum bundle (cb), which also have a high affinity in the
coefficient space, are separated by repelling coefficients (Figure 3 iv). This is not possible by standard clustering
techniques (e.g., spectral clustering) which are based only on a geometrical affinity.
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Figure 4. The running time behaves linear in the number of fibers if using our new algorithm (1000 fibers: 0.2 sec) while
the running time of spectral clustering is quadratic in the number of fibers (1000 fibers: 200 sec.) AMD Athlon 64 Dual
3800+. The preprocessing time denotes the time for computing the polynomials. In this example, m=3 was chosen.

Figure 5 shows the results for some artificial data sets and compares them with feature space techniques. As
one can see, our novel technique is more robust and it is able to detect finer substructures.

A great advantage of our polynomial-based clustering is its linear running time which makes it possible to
cluster large fiber sets within a very low time, Figure 4 shows a comparison with spectral clustering. For a
fiber set with 5000 fibers, our novel approach needs only about 1.6 seconds including the time for computing
the polynomials. Spectral fiber clustering needs more than one hour for the same fiber set on the same machine
(AMD Athlon 64 Dual 3800+).

4. CONCLUSIONS AND FUTURE WORK

Most existing fiber clustering algorithms are based on some kind of affinity matrix. The problems
with such methods are their high quadratic running time and the fact that for each pair of fibers a single value
representing their affinity has to be computed from the (coarsely) approximated fiber data. The corresponding
matrix is used for the actual clustering step.

14,15,17,21

Our novel approach overcomes both problems. We directly perform the clustering step on the (precisely)
approximated fiber data so that no further information regarding the shape, orientation or distance gets lost,
and thus can contribute in the clustering step.

We have shown that for this purpose parameterized polynomials of low degree are very powerful and that such
polynomials constitute the basis for an extremely efficient clustering technique where no affinity matrix is needed.
The number of clusters can be determined automatically, because our box-PCA clustering accounts for inter-
cluster connectivity. As a consequence, more reasonable clustering results compared to hierarchical-, partitioning-
, elongated-, or self-organizing map- clustering can be achieved, which is supported by our experimental results.

Our correspondence detection allows for an automatic extraction of known anatomical fiber bundles in dif-
ferent brains. No user interaction as well as no time-consuming rigid or non-rigid registration method is needed.

Our experiments demonstrate that large sets of fibers determined from a whole brain fiber tracking can easily
be clustered and visualized. As the running time of our new approach is very low (5000 fibers: 1.6 sec), it
constitutes the basis for clinical applications.

There are many avenues for further work and possible optimizations. We would like to examine whether a
piecewise approximations of the fibers by single polynomials could enable us to detect clusters with geometrically
different but anatomically related fibers. Other polynomial representations like Chebyshev polynomials could
allow for clustering algorithms where only a simple box clustering is sufficient so that the running time can be
further decreased. Furthermore, it would be interesting if our correspondence detection could be used to visualize
white matter tracts afflicted by pathology.
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Figure 5. Artificial fiber sets. Our new method (i) and (iii) detects the intended clusters correctly in contrast to other
clustering techniques (ii and iv) which are based on a well-defined features space. (a) Hierarchical clustering, note that
the ”E” has not been correctly clustered. (b) Partitioning clustering. (c) Self-organizing maps. (d) Elongated clustering.
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Figure 6. Original fiber tracts as well as fiber tracts approximated by polynomials of different degrees. The tracts are
colored depending on their local direction (blue= up/down, green = anterior/posterior, red = left/right). For our purpose
of clustering, a degree of three (m=3) is sufficient. If choosing m=>5, the polynomial approximation leads to nearly same
results as the original fibers.
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Figure 7. (i) Fiber tracts (n = 1500) colored corresponding to their local direction. (ii) and (iii) The visualization
of clustered fiber tracts drastically improves the perception and allows for a better interaction with the data, e.g.,
single bundles can be selected for quantification processes (cc=corpus callosum, slf=superior longitudinal fasciculus,
cb=cingulum bundle, ilf=inferior longitudinal fasciculus, cst=cortico-spinal tract, fx=fornix, uf=uncinate fasciculus).



